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Figure 1: We designed a chatbot assistant for expressive writing called Diarybot. Users can access the bot on a mobile or PC
messenger app.

ABSTRACT
Writing about experiences of trauma and other challenges in life
is known to provide measurable health benefits. Though writing
for an audience may ensure better benefits, confiding one’s most
troubled memories in others risks a social stigma. Conversational
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agents can provide a virtual audience that ensures privacy and
allows social disclosure. To understand the writing experience with
an agent, we created Diarybot, a chatbot assistant for expressive
writing. We designed two versions, Basic and Responsive, to explore
the writing experience with and without bot follow-up interac-
tions compared to a Google doc baseline. Findings from a 4-day
user study with 30 participants reveal that social disclosure with
Diarybot can encourage narrative writing, with relative ease and
emotional expression in Basic chat. Responsive chat can mediate
social acceptance of the bot and provide guidance for self-reflection
in the process. We discuss design reflections on social disclosure
with agents in pursuit of wellbeing.
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1 INTRODUCTION
For decades, it has been established in psychology that expressive
writing about a trauma can improve both physical and mental
health [6, 49]. People who engage in this practice write about a
traumatic event for 15-20 minutes for about 3-5 days [65]. Previous
research that showed beneficial outcomes of expressive writing
[51, 74, 94] describes better immune function and mood [27, 68],
and reduced physician visits [10]. Also, the simplicity of its format
has made it an effective instrument to be used in conjunction with
other clinical interventions [26, 51, 61, 80, 94].

Because expressive writing is usually self-administered, it re-
lies heavily on the person to keep involved in the task [34]. Yet
previous research has pointed out that involving others in the ex-
perience of self-disclosure could have even broader benefits [72].
Self-disclosure in a social setting, however, carries risks of vulnera-
bility and information loss because disclosers have to give up, to
certain extent, privacy and personal control, over how their per-
sonal information may be further shared and engaged with [1, 92].
Furthermore, one may fear that sharing a troubled memory may
cause social inference that may harm a person’s reputation [23].

This suggests that conversational agents may present as a safer
and more robust strategy to complement expressive writing. Kim
et al. [41] reports how teenagers were happy talking to an agent
about their personal problems, perceiving the agent as good listener,
who is free of judgement and keeps any secrets separate from
the human world. In addition, it is suggested in HCI that people
engage with conversational agents in a way that they would in
naturally occurring social interactions with other people [57]. This
suggests that conversational agents may be well suited to act as a
virtual audience for writers to engage in a social sharing of negative
emotions, rather than musing on it alone.

Furthermore, if designed correctly, conversational agents can of-
fer interactions that can better guide the user through their thought
process and assist their narrative to avoid ruminative or brooding
thought, a counter factor that is often discussed in expressive writ-
ing [21, 29, 67, 86]. Though there have been attempts to introduce
more structure to the writing [29, 47], to encourage non-ruminative
narratives, imposing too much specificity in the writing instruc-
tions may restrain the way in which people would naturally express
themselves, and could hinder their willingness to work through
the activity [60]. Conversational agents can naturally engage the

user in an interaction that can help write in a stepwise, procedural
manner.

We designed Diarybot, a chatbot that assists expressive writing
(Figure 1). To understand the writing experience with the chatbot,
we created two versions. Basic chat simply replicates the structure
of expressive writing as informed by the literature in a chat format.
Responsive chat extends Basic chat, by providing situated prompts
in response to any feelings the person expressed in the writing and
persons mentioned. With this variation, we study the effectiveness
of designing chatbot interactions to deliver expressive writing for
its intended benefits and to explore further elaborations of the
practice.

To compare user experience with Diarybot to a baseline, we
set up a Google document that includes the same writing instruc-
tions, but no chat functionality. We conducted a user study with 30
participants, who were randomly assigned to one of the three con-
ditions: baseline, Basic chat, and Responsive chat. Each participant
signed up for four consecutive days of a week to write about some
of their most difficult experiences in life. Our findings reveal that
both Diarybots could mediate social sharing of emotions, where
participants could engage in telling their stories. Expressive writing
was significantly less difficult and more conducive for emotional
expression in Basic chat, compared to the baseline. Increased inter-
activity in Responsive chat led to perceived social acceptance of the
bot, and situated prompts offered a chance for self-reflection and to
get thoughts in order. Based on the findings, we discuss designing
chatbot interactions for expressive writing in pursuit of emotional
wellbeing.

To the best of our knowledge, this work is one of the first at-
tempts to make expressive writing interactive with a chatbot. We
contribute: (1) the design and implementation of a chat-based, inter-
active assistant for expressive writing; (2) empirical findings from
a user study that chatbots can encourage social disclosure, and the
chat design can shape the narrative experience differently; and (3)
design reflections on conversational agents for self-disclosure and
wellbeing.

2 BACKGROUND AND HYPOTHESES
We review previous research on written self-disclosure, social shar-
ing of emotions, and chat interaction design.

2.1 Written Self-Disclosure
The term “self-narrative” in narrative psychology refers to the type
of stories that we construct to make sense of critical life events [22].
For decades, Pennebaker et al. have studied this act of constructing
a story on traumatic life experiences that lead to improved health
outcomes [6, 64–66, 68, 71, 85]. Widely referred to as “expressive
writing,” they have used the following writing instructions [68]:

For the next four days, I would like for you to write
about your very deepest thoughts and feelings about
the most traumatic experience of your entire life. In
your writing, I’d like you to really let go and explore
your very deepest emotions and thoughts. You might tie
your topic to your relationships with others, including
parents, lovers, friends, or relatives, to your past, your
present, or your future, or to who you have been, who
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you would like to be, or who you are now. You may write
about the same general issues or experiences on all days
of writing or on different traumas each day. All of your
writing will be completely confidential.

Pennebaker and colleagues found that writing on traumas for as
short as 15 minutes for 3 to 5 days turned out to be a significantly
meaningful experience for the vast majority of participants in their
studies; and to cause health benefits, including reduced physician
visits and improved immune function [68, 71]. In fact, expressive
writing has been widely studied as an important therapeutic instru-
ment [13, 25, 26, 46, 83, 84]. However, it can be difficult for a writer,
similar as it often is for patients undergoing psychotherapeutic
interventions, to construct a coherent story and understand the
past and present life concerns [17, 68]. While the use of insightful
words (e.g. understand, realize, see) and words that suggest causal
relationships (e.g. because, why) has been reported in correlation
with health benefits [14, 69, 87], some studies report that individu-
als who wrote in such manner still did not benefit from the writing
[67, 68].

It is best thought that the process of forming a coherent narrative
leads to salutary effects [14, 40, 58]. A number of modifications
and adaptations have been studied in the writing procedure and
methods [71]. Some made Pennebaker’s original instructions more
specific, i.e. instructing participants to write in a structured manner
(e.g. [29, 80, 85]). However, critique points out that such approach
deviates from the “expressive” nature of the writing paradigm [21].
Once writing is instructed to be done in a specific manner, it loses
the point to let go of all feelings and thoughts as originally intended.

Instead, the ecological setting of the writing has been taken
into consideration. Originally a non-social procedure, expressive
writing is carried out, or encouraged to do so, by a writer alone
[69, 70]. Though the writer may be unattended in the process, it
is required that for research purposes the writing is submitted
to the researcher at the end. In Radcliffe et al. [72], the effect of
submission is tested for social effect as shared writing, as opposed
to private writing, i.e. the writing is kept by, and only accessible to,
the writer. Their results show shared writing reduced depression,
interpersonal sensitivity and physical symptoms, a potential for
broader benefits than private writing.

In this work, we are motivated to use a text-based conversational
agent, a chatbot, to design a social procedure for expressive writing.
To explore its impact, we are keen to find how it may influence the
writing process. We hypothesize:

H1. Expressive writing in a social setting will include more social
language than that in a non-social condition.

To further investigate the sociality of the process, we now review
the social sharing of emotions to study discloser motivations and
experiences.

2.2 Social Sharing of Emotions
Previous research has that we are wired to share our emotions with
others [11, 59, 75, 77]. More often than not, emotional experiences
are shared shortly after they occur [76]. When expectations fail
and goals fall through, we seek reasons to account for our failures
[75]. An intrapersonal search for meaning and effort to resolve
rumination alone cannot exhaust all emotional consequences [75].

An earlier work [79] suggests that individuals in distress engage
with others who share the same fate to evaluate their own emotions.
These interactions occur in the forms of social comparison, conver-
sation, narration, storytelling, often pursuing emotional support
[75].

However, people also have conflicting motives in deciding to
share their feelings and may refrain from it after all. Feelings associ-
ated with one’s unfortune events often accompany fear, vulnerabil-
ity, and embarrassment if exposed to public [1]. For instance, Yang
et al. [92] has discovered that privacy matters in sharing health
concerns online. Members of cancer support groups had greater mo-
tivations to self-disclose their illness concerns in private channels
than in public channels. They found that peer self-disclosure was
also greater in private channels as well. Likewise, Rains [73] shows
that among 114 health bloggers, illness-related embarrassment was
positively associated with anonymity as well as self-disclosure. This
means that while negative emotions motivate people to share, peo-
ple also want to keep them private to save face and avoid social
stigma.

Conversational agents can be a solution. Commonly referred
to as the phrase “computers are social actors (CASA),” it is widely
accepted in HCI that people sometimes interact with the computer
in ways that mimic social interactions with others, especially when
it has certain anthropomorphic qualities [44, 57]. Evidence has that
social disclosure with a chatbot is comparable to that with humans
[33], and that even deeper disclosure is possible with computers
[48]. In fact, conversational agents, e.g. text-based and embodied
agents, are now introduced in mental healthcare. So-called “chat-
bot therapists,” e.g. Woebot [20], Wysa [37], are in popular and
successful service. Once users engage, they walk them through a
series of exercises such as cognitive reframing, etc., in an Internet-
friendly language. In studies with depressed individuals, they have
shown their effectiveness compared to a non-agent control con-
dition [20, 37]. Others include virtual humans [48] and relational
agents [3, 4, 81, 88], with evidence for less fear of self-disclosure
and more intense emotional expression in interacting with agents,
and that such interaction is enjoyable and capable of facilitating
empathy and trust with these agents, leading to positive health
behavior.

Taken together, we find chatbots a suitable candidate to design
expressive writing interaction for social disclosure. We construct a
two-part hypothesis that:

H2-(a). Users will find expressive writing with a chatbot more
engaging than writing without it.

H2-(b). Users will perceive a chatbot as a socially acceptable
companion in expressive writing.

As conversation the primary medium of interaction, how chat-
bots generate a conversation matters in user perceptions of socia-
bility as well as in wellbeing. In the following, we study what the
interaction should aim at for emotional recovery, and the design of
prior chat interventions.

2.3 Conversation Design for Mental Health
In emotions research, it is studied that sharing emotions can take
either the socio-affective route or the cognitive route [75]. Accord-
ing to Rimé [75], most take the socio-affective route, where people
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readily engage in interactions with others to seek consolation and
support. This process helps to release negative emotions and feel
secure from the emotional threat that is causing the distress. On
the other hand, the cognitive route involves articulating and re-
accommodating the once-lost motives and goals, seeking cognitive
reasoning behind the distress. This is a process that may not nat-
urally arise in response to distress; however, research has shown
that it is the cognitive route that actually leads to recovery [75, 76],
as the emotional support earned from social gatherings are often
fleeting and therefore tend to be repeated in a loop.

Findings from Rimé’s work suggest that to achieve emotional re-
covery, the social setting of sharing emotions should encourage one
to learn lessons and find meaning. This aligns with the cognitive-
constructivist thought in psychotherapy [89] where the therapist
recognizes the patient’s emotional experience and tries to interpret
it, i.e. a cognitive reappraisal process. In cognitive-behavior therapy
(CBT), interpretation takes place when a client evaluates psycho-
logical threat [8] and the therapist tries to help restructure any
maladaptive thoughts [36]. In the context of a chatbot interaction
for expressive writing, the interaction should therefore be designed
not only to encourage the release of negative thoughts and feelings
but also to help cognitive processing of an emotional experience.

Since expressive writing in its original format does not involve
any social interaction, we plan to create an additional version of
chatbot that offers further chat interactions as a follow-up to the
writing. To design the follow-up, we look at how conversations
are designed in computerized interventions for mental health. We
find many examples that focus on the technical implementation of
the chat generation (e.g. [16]), how human dialogue compares to
machine’s (e.g. [53]), or best practices for incorporating the chatbot
technology (e.g. [9, 54]). Here, we focus on the methodological dis-
cussion on how the chat is designed. For example, SimSensei Kiosk
[15], a virtual interviewer that assesses distress state for individuals
with PTSD and anxiety, leads a speech-based conversation with
four natural language understanding (NLU) classifiers to identify
the dialogue act, valence, and small talk. In response, the agent
is programmed to retrieve an appropriate response from a pool
of 100 pre-installed utterances. This find-and-match algorithm is
useful to preserve conversational context and continue on with the
conversation [90].

More relevant to our work include the automated feedback sys-
tem for expressive writing [6] and peer-to-peer chat [62]. In Bond
and Pennebaker [6], a computer-generated feedback is provided
on a writer’s pronoun use, to effectively mediate the writer’s per-
spective switching in multiple expressive writing sessions. At each
round, a simple feedback on how much self-related pronouns were
used compared to other-related ones is provided, asking to make
adequate changes in the subsequent round to adjust their focus. The
directive intervention worked in changing how participants wrote,
although their health or subjective benefits remained unchanged.

For more fluid back-and-forth interaction, chat can be designed
with a sequence of aims and skills. In O’Leary et al. [62] two types
of peer support chats are designed, guided and unguided. Largely
following a mock psychotherapy session, the guided chat instructs
the user to follow specific therapeutic skills in conversation, while
the unguided chat the user is free to engage with the other. Study

Figure 2: Chat interactions for Basic chat and Respon-
sive chat. Responsive chat adds a follow-up with situated
prompts.

participants found the unguided chat more cathartic and enjoy-
able, and the guided chat offering new perspectives and deeper
insights. Similarly, in Park et al. [63], a chatbot motivational in-
terview is designed with motivational interviewing micro-skills,
where participants reported the benefit of self-reflection.

We find that these studies speak to the potential of sequenced bot
utterances trained on therapist skills to follow up with expressive
writers. The aim of the follow up is to encourage writers to review
a past trauma and make better interpretations. Our final hypothesis
is as follows:

H3. Writing with the bot follow-up interactions will help writers
interpret better than writing without follow-up.

Based on the literature review, we detail our design and imple-
mentation of the bot in the following section.

3 DIARYBOT
We built Diarybot on one of the most popular messenger apps used
in Korea, KakaoTalk1, on which a user can add a chatbot in the same
way that they would add a friend. We customized two different sets
of the bot “skills,”2 a set of programmed scripts to design Diarybot’s
Basic chat and Responsive chat (Figure 2). Though the bot was
implemented in Korean, all figures and examples are translated in
English for the purposes of this paper.

3.1 Basic Chat
The aim of the Basic chat is to deliver the expressive writing in-
structions by Pennebaker et al. [68] (described above) on a chatbot
interface, translated into more casual, conversational language. It
goes: “[Good to see you! I’m ready to begin. I’ll keep all your secrets, so
no worries. :)] [You can write about your deepest feelings and thoughts
on the most traumatic experience of your life so far.] [You might relate
it to your past, present and future, or tie it with your relationships
with family and social circle. For anything, please write more than
100 words!]” Brackets indicate chat bubbles, as we broke down the
instructions for better readership. At completion of the writing, the
bot says “Thank you for writing today. Your session is finished. See

1https://www.kakaocorp.com/service/KakaoTalk?lang=en
2https://i.kakao.com/login
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Table 1: An example conversation in Basic chat with Diarybot. All user responses are made up for demonstration purposes.

Speaker Response
Diarybot Hi, I’m Diarybot. Your writing session will begin. Shall we continue?

[buttons to select: ‘Later’ or ‘Continue’]
User [button selected] Continue
Diarybot Good to see you! I’m ready to begin. I’ll keep all your secrets, so no worries. :)

You can write about your deepest feelings and thoughts on the most traumatic experience of your life so far.
You might relate it to your past, present and future, or tie it with your relationships with family and social circle. For
anything, please write more than 100 words!

User When I was little, I was terrified of water. Mum always tried to take me to the pool to teach me how to swim, but
I utterly hated it. I tried to say no many times, but my mum took it as a joke and lured me with toys or told me to
toughen up. Growing up, I never told mum how I felt back then. I guess mum must have forgotten all about it. I
hardly recall the specifics of the times, either. But whenever the memory surfaces, a feeling of distant fear makes
me shiver. I don’t know if it is the water, or the fear itself, or my mum.

Diarybot Thank you for writing today. Your session is finished. See you again soon!

Table 2: Situated prompts in Responsive chat. Diarybot fills all alphabet placeholders with keywords from user writing.

Target Awareness Example Prompt
Emotional • In your writing today, feelings such as A, B, C, D are found. What impact have they had on your body and

mind?

Social/Situational • Now let’s think about X. What have you received from X, if anything?
• Then what have you given to X? Even tiniest things are welcome.
• Finally, what troubles, if any, have you caused to X? Most people find this question hard, but please take
your time.

Self • Before we wrap up our writing today, what would you like to say to yourself?

you again soon!” We provide an example of the Basic chat in Table
1.

3.2 Responsive Chat
The Responsive chat uses the same chat sequence; however, it fol-
lows up on the user’s writing with 5 situated open-ended question
prompts. The questions were designed to help a user review what
he or she has written in response to the initial instructions; they
are based on a combination of three therapeutic techniques that
can help the user reflect on past feelings, social relationships or
situational circumstances, and his or her self (Table 2). We explain
the rationale for choosing these questions.

Emotional awareness. In psychotherapy, feelings need to be
recognized before any interpretive action to be taken [89]. To invite
users to reflect specifically on their feelings and how they impact
them, Diarybot retrieves all negative sentiments that are detected
in the writing via an API-serviced deep learning algorithm3, and
ranks them in order of intensity. Up to 4 highly intense emotions
are extracted to be incorporated in the prompt. If no sentiment
is identified, the user is asked to describe “how they feel at the
moment”, a more general question.

Social/Situational awareness. Three questions from the
Naikan therapy are used to promote the writer’s social awareness.
3https://www.adams.ai/

Naikan is a Japanese meditation practice that centers on three ques-
tions to help reflect on the feelings an individual may have about
a person, a thing, or any subject in particular, marked with an X
below [82].

• What have you received from X, if anything?
• What have you given to X?
• What troubles, if any, have you caused X?

In Responsive chat, X is replaced with a person that the user men-
tions in the writing. To obtain such person information, TextRank
algorithm [39, 52] is applied to extract keywords of the writing and
match them against a set of familial (e.g. Mom, Dad), social (e.g.
Friend), and occupational (e.g. Teacher, Professor) words in the text,
retrieved by an API that services predefined lists of categories and
dictionaries4. If Diarybot does not identify a match, it defaults to
templated questions that asks the user to re-evaluate the actions
that they had taken, could not have, and would like to have taken
(Figure 3), to promote situational awareness.

Self-awareness. Finally, Diarybot asks the writers to leave a
message for themselves. This is intended to invoke a summarization
of the entire interaction so as to facilitate a re-construction of any
meaning from the writing [24], and present a natural conclusion to

4http://aiopen.etri.re.kr/
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Table 3: An example conversation in Responsive chat with Diarybot. All user responses are made up for demonstration pur-
poses.

Speaker Response
Diarybot Hi, I’m Diarybot. Your writing session will begin. Shall we continue?

[buttons to select: ‘Later’ or ‘Continue’]
User [button selected] Continue
Diarybot Good to see you! I’m ready to begin. I’ll keep all your secrets, so no worries. :)

You can write about your deepest feelings and thoughts on the most traumatic experience of your life so far.
You might relate it to your past, present and future, or tie it with your relationships with family and social circle. For
anything, please write more than 100 words!

User When I was little, I was terrified of water. Mum always tried to take me to the pool to teach me how to swim, but
I utterly hated it. I tried to say no many times, but my mum took it as a joke and lured me with toys or told me to
toughen up. Growing up, I never told mum how I felt back then. I guess mum must have forgotten all about it. I
hardly recall the specifics of the times, either. But whenever the memory surfaces, a feeling of distant fear makes
me shiver. I don’t know if it is the water, or the fear itself, or my mum.

Diarybot In your writing today, feelings of “terrified,” “hate,” and “fear” were found. What impact have they had on your body
and mind?

User I feel weak, as in I feel slightly under the weather? I feel insecure.
Diarybot Now let’s think more about “mum” in your writing. What have you received from your relationship with mum, if

anything?
User Well, she’s done a lot of things for me. She has been a supportive, dedicated mother, though there were times that

her philosophies didn’t really click with me.
Diarybot What about the things you tried for mum? You can write the things you’ve done so far.
User I was a good child, for sure. I tried to fulfill all of her wishes for me all along.
Diarybot Let’s move on. What difficulties or trouble have you caused in your relationship with mum? Take your time and think

about it.
User Erm. . . I know she made many sacrifices for me. We were never that well-to do, for sure. There were times that I

snapped and yelled at her especially in high school years.
Diarybot I hope you muse on these things a while. Before we wrap up our writing today, what would you like to say to yourself?
User I guess it may not be as bad as I thought it to be, but I think I will have to work on my feelings for a while first.
Diarybot Thank you for writing today. Your session is finished. See you again soon!

Figure 3: Prompts in Responsive chat. Template set of
prompts are asked if Diarybot finds no keywords.

the activity. A complete example of Responsive chat is provided in
Table 3.

To ensure smooth proceeding of the bot follow-up, a series of pi-
lot study was conducted. Modifications were made in the questions
to better communicate their purpose. We tried different number
of prompts, especially for emotional and self-awareness; however,
we settled on the five prompts to allow just enough nudge for re-
flective thinking and to refrain from bombarding questions. Also,

to maintain consistency yet to avoid too much redundancy in the
4-day study deployment, we reproduced 5 sets of all prompts with
synonymous phrases. Finally, for the bot’s skills to work properly,
users had to write at least 100 words to proceed. To ensure this, we
instructed baseline participants to use the word count function.

Finally, we set up a baseline writing medium in a Google docu-
ment, an online text editor where content is sharable. To keep the
writing instructions as consistent as possible, we provided the same
instructions except for the greetings in Diarybot conditions: “Here,
you can write about your deepest feelings and thoughts on the most
traumatic experience of your life so far. You might relate it to your
past, present and future, or tie it with your relationships with family
and social circle. For anything, please write more than 100 words!”.

4 EXPERIMENTAL USER STUDY
We designed a four-day user study with 30 participants to compare
the Diarybot chats with a Google doc baseline. The study ran from
October 21st to November 15th 2019.

4.1 Participants
An online ad was posted and circulated in a university campus
in Seoul, Korea, for the duration of two weeks, from October 1st
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to October 14th, 2019. The selection criteria were: (a) willingness
to participate in writing about life’s most difficult experiences; (b)
having used Google document and KakaoTalk PC/Mobile for at least
a week; and (c) ability to participate in a lab study for 4 consecutive
days during the study period. We recruited a total of 30 participants
(14 male, 16 female; Median = 28 yrs, min = 23, max = 41). All
of them were native Korean, mostly undergraduate and graduate
students from different disciplines. They were randomly assigned
to one of the 3 writing conditions prior to the study, resulting in 10
participants in each condition.

4.2 Task
The study spanned across 4 days to keep with the original expres-
sive writing setup [68]. To capture feedback on their experiences,
participants were to complete surveys each day before and after
the writing, and before and after the study. We also conducted a
post-hoc interview to probe more deeply into their experiences.
The entirety of activities spanned ∼120 minutes per participant.
All study sessions took place in a lab setting to keep the experi-
mental setup consistent for all participants and to respond to any
potential emergency immediately. Also, for easier writing and data
protection, a laptop computer was used.

4.3 Procedures
Below the study procedures for the participants are detailed, and
how the study session proceeded for four days.

Setting up the study. A quiet study room with a sizable desk,
a comfortable chair, and a laptop was reserved for the study, also
with some snacks. On each day, a friendly reminder of the study
schedule was sent to the participants; if anything happened, they
could flexibly reschedule time with the experimenter.

Informing the participants. When participants came in the
first day, the experimenter shared a thorough introduction of the
study, the purpose of expressive writing and study procedures
before seeking the participant’s voluntary, informed consent. If they
felt uneasy about any of the procedure or at any point during the
study, they could freely opt out. Should they decide to do so, their
data would be discarded immediately. To ensure understanding,
the experimenter reiterated the policy and procedures of the study
to the participants each day to resolve any concerns and answer
questions.

Protecting data privacy. Before participants gave their con-
sent, it was made sure that they understood that their writings
were to be collected and anonymized for linguistic analyses by
the experimenter and by the experimenter only. To prevent any
privacy breach, a blank Google doc was set up each day with the
experimenter’s account, and KakaoTalk PC app was logged in by
a one-time-only access with a passcode sent to the participant’s
mobile and logged out at the end of each session. All data were
collected on the study laptop that was only accessible to the ex-
perimenter. All procedures pertaining to managing, handling and
storing data were approved by the institutional review board prior
to the study.

Conducting the experiment. On the first day after the intro-
ductory session, participants filled out a pre-experiment and pre-
writing survey. They were then left in private to write. The writing

took ∼20 minutes each day. On their notice, the researcher came
back to collect the post-writing survey. The same procedure was
replicated in the following three days. On the last day, participants
completed an additional post-experiment survey and took part in
a semi-structured interview (∼20 mins). At the completion of all
activities, participants received a gift voucher equating to $20 in
value as compensation for their time.

4.4 Safeguarding Study Participants and Ethics
Approval

To ensure the safety of all our participants, three steps were taken.
Firstly, in the introductory session, it was made explicit to partic-
ipants that they could leave the study at any time if they found
any parts of the procedure difficult, or did not want to continue
with the writing. Secondly, the lead author took precautions to
read the writings immediately after each session to check for any
indicators of distress or risky behavior that could be alarming, such
as disclosures of self-harm or intend to harm others [62]. If this
were the case, they would discuss with the participant an appro-
priate action to take, i.e. to consult the university’s health support.
Thankfully, no such instance occurred. Finally, at the beginning of
each writing activity, the researcher reiterated the day’s procedure
and took questions to ensure the participant was not experiencing
any confusion or uneasy health symptoms. The researcher’s con-
tact information was also provided in any case of emergency. The
study and all its procedures and instruments were also carefully
reviewed and approved by the institutional review board (IRB No.
1910/002-020).

4.5 Data Collection and Analysis
Writings from the study were collected for an analysis of stylistic
difference. For a detailed understanding of the writing experiences
in each condition, we employed a mixed-methods approach with
surveys and interviews.

4.5.1 The Writing Data. Participant responses to the expressive
writing instructions were first anonymized and then analyzed in
terms of their use of affective and cognitive words with the Linguis-
tic Inquiry and Word Count (LIWC), serviced in Korean translation
[45, 87], to find any sentiment differences across writing conditions.
To seek any difference in engagement, they were also reviewed
according to Korean grammar in mood and style [42]: (a) whether
the writing had an explicit addressee; and (b) stylistic differences
that pertain to the final endings of a Korean sentence that reflect
the attitude of a speaker to a listener.

4.5.2 Surveys. Surveys captured: (i) participants’ psychological
wellbeing pre-and post-study; (ii) writing activity and engagement,
post-study; (iii) social acceptance of the technology used, post-
study; and (iv) participant interpretations of the past event, during
the study.

Psychological wellbeing. To assess users’ psychological well-
being pre-and post-study, we used the 7-point Schwartz Outcome
Scale (SOS-10; e.g., “I feel hopeful about my future.”) [31] and 5-point
Clinical Outcome in Routine Evaluation (CORE-10; e.g. “Over the
last week, I felt unhappy.”) [18]. Both are commonly used to measure
wellbeing in a relatively short time frame [2, 5]. The scores were
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computed for statistical analysis to find any difference pre- and
post-study.

Writing activity and engagement. For overall activity and en-
gagement, we added 4 items from Pennebaker’s last day of writing
questionnaire [66]: how personal, overall, the writings were; how
much the writing expressed their feelings; how difficult it was to write
the past four days; and how meaningful the study was. An additional
item asked participants to briefly describe why they wrote what
they wrote, on which we applied a content analysis method [35].

Social acceptance. To further investigate the user perceptions
of the bot’s social capabilities, we also added questions the social
robot acceptance toolkit [32] on a 5-point Likert scale to measure
the following constructs: Anxiety; Attention; Intention to Use; Per-
ceived Adaptability, Enjoyment, Sociability and Usefulness; Social
Influence; Social Presence; and Trust. We followed the path model
in [32] to test its social acceptance hypotheses on Diarybot.

Interpretations. To measure the depth of subjective reappraisal,
we designed a pair of items on a 7-point Likert scale to observe any
significant impact of the follow-up prompts: “I could gain a new
perspective on what I wrote.” and “I could have a better understanding
of what I wrote.”. The questions were measured repeatedly within
subjects every day during the study, as the follow-up prompts vary
per text, and user experience may change over time. Yet because
interpretation is a highly subjective notion, we investigate this in
depth in the interviews.

4.5.3 Interviews. The study concluded with a semi-structured in-
terview that asked participants about their overall writing expe-
rience; any psychological impact of the writing; and perceptions
of the social disclosure with Diarybot. The interviews were audio
recorded, anonymized, transcribed, and subjected to thematic anal-
ysis [7]. To this end, the lead author followed a repeated process of
open coding and generated free-phrased labels [91], which were
reviewed and renamed for initial codes. This process was repeated
until the codes were refined to produce themes. We come up with
three main themes from this analysis: how the design of Diarybot (i)
invites impressions of one’s emotional stories being listened to; (ii)
promotes self-disclosure and reflection; and (iii) can better enhance
continued engagement.

5 FINDINGS
Overall, participants chose to write about their most difficult set-
backs in life, writing 178.5 words a day on average. For the total of
120 writings, a content analysis yielded topics that include: relation-
ship matters (25.8%), family crises (24.2%), low self-esteem (14.2%),
failed love (10%), failures (10%), work stress (9.2%) and other (6.7%).
Describing the reasons for why such topics were chosen, partici-
pants most often indicated that it presented a difficult or traumatic
experience (39.2%) or a recent trouble (19.2%). They also described
motivations to wrap up the study and earn closure (12.5%), that it
was the event that came to mind (9.2%), to continue the narrative
from the previous day (8.3%), wanting to write about something that
was never told (6.7%). Few were non-specified (5%).

Expressive writing offered participants a chance to look back on
the past and reflect on it. Participants could share very personal
stories (M=6.20, SD=0.89) and rated the experiment as meaningful
(M=4.97, SD=1.03). As for participants’ psychological wellbeing, we

did not find any significant difference (Table 4). Given the relatively
short, four-day study period, we do not find this result surprising
but natural. Though not measurable, subjective benefits such as
self-reflection and insights were reported in the interviews, which
will be detailed in the qualitative findings.

5.1 Quantitative Findings
Based on the writing and survey data, our results show differences
in participant engagement in the three writing conditions, revealed
from the narratives, social acceptance and personal reflections.
5.1.1 Diarybot Encourages Conversational Narratives. We hypothe-
sized writing with a chatbot will encourage more social language.
Our finding confirms the hypothesis as participant narratives with
Diarybot show stylistic differences to be more conversational (Ta-
ble 5). We examined the occurrences of conversational writings,
i.e. writing addressed to someone (e.g. sentence final endings indi-
cating an addressee, “Let me talk about this incident when I was in
college.”), as opposed to narratives that do not address anyone but
the writers themselves (e.g. mood in descriptive form, “I think this
writing is a meaningful opportunity for me to look back on myself
in [omitted for privacy]). The chi-square goodness of fit shows
a significant difference between the observed proportions across
three conditions (χ2=23.41, p<0.0001***). Though Diarybot is not
capable of a fully human-like conversation, these findings suggest
that participants perceived their writing in either chat as a more
conversational interaction, with Diarybot a virtual entity that they
regarded capable of listening to their stories.

Furthermore, a one-way ANOVA and post-hoc Tukey test on
word use in narratives by LIWC illustrates that in such conversa-
tional narratives, there is a significant difference in the use of affec-
tive words between baseline and Basic chat (F2,117 =4.59, p=0.01*).
This finding suggests the possibility that as participants felt like
talking to Diarybot, they released the feelings with the event that
they wrote about.

5.1.2 Basic ChatMediates Ease and Expression, and Responsive Chat
Social Acceptability. Next, increased interactivity via chatbot cre-
ated more engaging and socially acceptable experience of writing.
Our findings confirm H2-(a) for Basic chat. Writing with Diarybot
was different from writing on a Google doc, as more natural en-
gagement could be achieved. Our one-way ANOVA on post-study
survey and post-hoc Tukey test show significantly less difficulty in
writing (F2,27=4.23, p=0.03*) and more emotional expression (F2,27=
4.29, p=0.02*) were possible in Basic chat (Figure 4) compared to
baseline. We found it interesting how it felt easier to write and able
to express better in Basic chat without further interaction with the
bot, coupled with the use of affective words from the LIWC result
above. We conjecture that talking to Diarybot on a messenger app
felt like a natural activity, and unlike Responsive chat that asked ad-
ditional questions to the participants, Basic chat had less cognitive
burden.

On the other hand, we confirm H2-(b) for Responsive chat. With
respect to the two social hypotheses (see Table 6) in Heerink et al.
[32], Responsive chat shows statistical significance in correlation
and regression analyses: Perceived sociability is influenced by trust
(F1,8=10.7, p<0.05*, R2=.52); and social presence by perceived so-
ciability (F1,8=6.52, p<0.05*, R2=.38), where beta coefficients are .57
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Table 4: Participants’ average psychological wellbeing scores pre- and post-study. Standard deviations are reported in paren-
theses. Better wellbeing is indicated with higher SOS-10 (ranges 0-60) scores and lower CORE-10 (ranges 0-40) scores.

Instrument Measured Baseline Basic Chat Responsive Chat
SOS-10 Pre-Study 46.3 (8.56) 36.8 (12.16) 36.1 (9.73)

Post-Study 47.3 (5.70) 38.7 (12.16) 35.1 (10.89)
CORE-10 Pre-Study 10.2 (3.55) 14.2 (4.92) 16.7 (6.13)

Post-Study 9.1 (3.35) 12.4 (4.70) 17.6 (8.18)

Table 5: Stylistic differences in expressive writing narratives.

Style Baseline Basic Chat Responsive Chat
Descriptive 40 27 16
Conversational 0 13 24

Figure 4: Boxplots of post-study responses to overall difficulty in writing and perceived emotional expression in it.

Table 6: Hypotheses and correlation scores.

Condition Hypothesis Independent Variable Dependent Variable Pearson Correlation Significance
(2-tailed)

Basic Chat PS is influenced by
Trust

Trust Perceived Sociability
(PS)

0.61 0.06

SP is influenced by
SP

Perceived Sociability
(PS)

Social Presence (SP) 0.52 0.13

Responsive Chat PS is influenced by
Trust

Trust Perceived Sociability
(PS)

0.76 0.01*

SP is influenced by
PS

Perceived Sociability
(PS)

Social Presence (SP) 0.67 0.03*

(p<0.05*), and .72 (p<0.05*), respectively (see Table 6 and Table 7).
We did not find statistical significance in social acceptability for
Basic chat. It is likely that less interaction with the bot in Basic
chat felt more mechanical, as participants mentioned in the inter-
views. This suggests that user perceptions of bot sociability may be
influenced by the actual conversational exchanges with the agent.

5.1.3 Responsive Chat Prompts Offer Guidance. Interpretation is
a subjective concept conceived differently by individuals. To test
H3, we measured if writing with the follow-up prompts have had
any significant impact as to change how participants made sense
of their trauma. Two-way mixed ANOVAs on the survey data did
not show significant results. In the interviews, though, Responsive
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Table 7: Hypotheses and regression results.

Condition Independent
Variable

Dependent Variable Beta Coefficient t Significance
(2-tailed)

Adjusted R2

Basic Chat Trust Perceived Sociability
(PS)

0.35 2.15 0.06 0.29

Perceived
Sociability (PS)

Social Presence (SP) 0.42 1.70 0.13 0.17

Responsive Chat Trust Perceived Sociability
(PS)

0.57 3.27 0.01* 0.52

Perceived
Sociability (PS)

Social Presence (SP) 0.72 2.55 0.03* 0.38

Table 8: Number of participants who had situated prompts, as opposed to default, template prompts, in Responsive chat.

Days with Responsive Prompts 0 Day 1 Day 2 Days 3 Days 4 Days
# Participants 2 4 2 1 1

chat participants found prompts helpful in getting their thoughts in
order and finding new insights. This finding suggests that regard-
less of the follow-up prompts, the primary experience of expressive
writing may have persisted in all three conditions. We also note,
however, that not all Responsive chat participants had responsive
prompts throughout, due to our greedy chat algorithm that de-
faulted to the template prompts if no best match was found from
the writing (Table 8). There were 2 participants who never had
them; 4 participants having them only once; and 1 participant who
had prompts dynamically changing upon her writing every day.
Despite the limitation, participants readily made use of the prompts
on their own, as we discuss further in qualitative findings.

5.2 Qualitative Findings
We now present qualitative findings from our interviews. As re-
vealed in the quantitative findings above, perceived and learned
affordances of each writing medium leads to distinctive writing
experiences for our participants.

5.2.1 Socially Engaging with Diarybot. In the interviews, Basic and
Responsive chat participants described that the writing experience
was far from what writing on a notepad or in a journal would be
like, because of having the bot in a conversation and the messenger
app medium. P26 said, “I wrote as if I was telling a story to someone
I knew.” The affordance of a chatbot interface could lead the feeling
of being attended to. P2 said he “really liked” the bot “cos it felt like
I was talking to someone, but I really wasn’t!” P19 described that
“there’s a difference between writing for yourself and for something
in return; here you are writing ‘to’ someone.” P15 also agreed that
“there’s definitely the feeling that what I say does not vanish in the air,
that it’s not a monologue.” P8, a middle-agedman, said that he started
to “wait for this time of the day,” though it was “a bit awkward” at
first, because for people his age (41 years), talking about personal
stories can be a rare chance. Such experiences invited perceptions
in participants that they were “not alone” (P8).

We also find that the medium turned the writing experience
into a conversation, as noted in previous research that the writing

medium can shape the writing process [30]. In P29’s words: “Let’s
say the notes app or a journal app. They give you a screen right there,
telling you to “write.” Now this is KakaoTalk. It’s for communication.
So it felt less awkward for me to talk.” P23 also said: “The fact that this
was in KakaoTalk makes it, you know, we always use KakaoTalk to
talk to people. So I did it just naturally as if I were talking to someone.
Like, I didn’t write ‘∼haetseupnida’ [honorific form of higher speech
level] but ‘∼haetso’ [lower speech level]. That’s how I did it. I think
I did it that way because I just felt so. It wasn’t a conscious thing,
you know? That’s what we are on KakaoTalk.” Finally, P20, who
didn’t feel like Diarybot was actively listening to her, said, “Still,
it’s KakaoTalk. So there was definitely the feeling that I was speaking
‘to’ someone, or having a conversation.”

Yet in Basic chat, there was not much in return. P17 said, “[after
writing] that was it, just like that.” They wanted more interaction
to make it feel “less mechanical” (P10), e.g.: “analysis on my writing”
(P17, P20), “follow up questions” (P17, P14) and “words of empathy,
albeit not ‘real’” (P23, P8, P10), “encouragers” (P20), and “small talk”
(P10). Some mentioned “conversation starters” (P10, P6, P17) and
“fillers” (P4, P8, P14). For P14, an aspiring psychotherapist, the con-
versation could be set-up better to provide more constructive help:
“What may be missing here would be, I think, that the bot just let me
write. The bot may interrupt me, in a good sense, to catch something
that I just let pass and point out where I am just too immersed in my-
self. You know in psychotherapy you’ve got to draw out more, maybe
feelings, or help stay on a certain topic. That can be provided from
the bot to provoke deeper thinking.”

5.2.2 Enjoying and Adapting to Chatbot Performance. With respect
to interactivity, Responsive chat hadmore favorable responses on its
acceptance. Most Responsive chat participants found the interaction
to be engaging, especially those who experienced changes in the
prompts between template and responsive ones. P30 said, “I liked
it, cos I had fun. [. . .] At first you just write as if you were writing
a journal, but then I get something back, and more.” They found it
particularly pleasant that the prompts were “taken from the writing”
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(P16), which was found surprising by P28 as they were “context-
based” questions, which “(he) liked a lot” and thought “was really
fun.” Others said it helped the writing as it was “motivating” (P11),
“[thoughts are] less scattered” (P19) and “engaging” (P29).

As is common for AI-enabled interactions with humans, the
interactions invited participants to stay engaged and to figure out
how the bot derived the prompts: “For the first two days, the questions
were the same. It felt like they were almost a template. But on the
third day, it picked up on someone I wrote about, and I was pleasantly,
and honestly, surprised. So today I wrote more detail. I guess what
I wrote for the past few days was pretty much the same, but how I
felt about it, and approached it, changed” (P29). Others tried to help
Diarybot find the right keyword, by making conscious alterations
in their narratives to assist the bot in its recognition. P25 gave an
interesting example: “For example, you can call a boyfriend ‘him,’
‘bf,’ ‘boify.’ But I kept it consistent, spelling it out – ‘b-o-y-f-r-i-e-n-d’
throughout.” Similarly, P20 described his effort to assist the bot’s
performance: “It seemed like it wanted to talk about the people in
my writing, so I wrote about people issues yesterday and today. But it
didn’t pick up. I am not sure if it is the way I wrote, or what I wrote
about.”

As the study progressed, however, participants’ working knowl-
edge of the bot’s performance also increased, which reduced previ-
ously experienced surprise and enchantment with the interaction.
For instance, P25 explains how initially surprising bot responses
got weaned for her: “I’ve been doing this for four days. Now I go, ‘well,
if I write this, the bot will say that.’ At first, I got excited with the bot
asking me these questions because it felt like it was really following
my story. But now, it feels like the bot asks me only because it is made
to. Even if I write BANANA, BANANA, BANANA, maybe the bot will
still ask the same? Just kidding. (laughter)What I’m saying is, the
questions really gave me a huge epiphany at first. Now, it feels so
routinized that I may just give meaningless responses in the end.” P13
said, “What if the bot asked me other questions? The questions were
pretty much the same. Maybe it can ask about something else, like, if
I ever recovered, or what I’ve done to recover from it.” P11 suggested:
“What if there were more questions? If I were to talk about a friend,
of course I may have given something and received something, but
perhaps it has something else to do with the friend. It might be better
if I could get those personalized questions.”

Also, not all Responsive chat participants had the smart, respon-
sive prompts but default, template prompts (Table 8). Participants
who experienced repetition of the same prompts concluded that
the interaction was static (P29): “Well, I thought, the system is not
THAT intelligent. But I mean, I don’t even know if the system ‘learns’
anything, so I was not disappointed, not really, but, maybe it’s only
a machine after all.” Likewise, P22 commented on the order of
prompts: “It felt less and less like having a conversation. After a day
and two, the questions came out in the same order. So I thought it’s
templates, not dynamic.”

5.2.3 Subjective Benefits from Chat Interaction. Basic chat received
mixed feedback from participants, who expressed the desire for
having more interaction with the bot, but appreciated the oppor-
tunity to disclose. P2, who had never had any emotional writing
experience before, was willing to have Diarybot to be his “secret

means of communication” to which he could say things that he never
told others. Also, some participants expressed liking that they could
“just come find Diarybot when [they] want to talk, but there’s no one
to talk to” (P29). Here, having someone to talk to about an emo-
tional experience is related to the belief [93] that sharing emotions
with others is perceived to be beneficial, whether it leads to actual
recovery or not. For them, chatting also felt easier than writing.
P10 noted: “It was not like writing out everything that happened, but
telling a story.” P17 also said that she could “pour out” to Diarybot,
while she would rather compose herself for a blog entry. They also
described it helped to “talk naturally,” (P17), “comfortably” (P26),
and “honestly” (P20).

Follow-up prompts in the Responsive chat, on the other hand,
encouraged self-reflection that furthered insight on their writing.
They led them to approach Diarybot to “share [their] problem” (P11)
and for P30, to “explain what happened, rather than only seeking
consolation, like [she] would from [her] friends.” P12 said she liked
the prompts because: “It felt like those questions really got me to
talk about some things that I missed in the writing.” Likewise, for
P19: “Yesterday, [the bot] asked me about something that I never
thought about, and I really liked that.” The prompts helped “get
things sorted out” (P16) as if it were “a professional procedure, like a
therapy session” (P11). Others agreed that the prompts “really was
an opportunity to think from an objective perspective” (P30) and “help
organize, or take steps, in my thought process” (P12). In P28’s words:
“Well, I think it helps me look at the things from a perspective, or from
a distance. Ideally, you’d tell somebody to get that. But that is, nay,
troublesome, cos you gotta tell the person. That’s too personal, you
know? So the bot was helpful in that regard. Also, I get trapped inside
my own thinking. Cos I am on MY side, right? I think the bot could
enlighten me.” Even if the same prompts were repeated for P11, they
took different meaning for her: “Some questions were repeated. But
in the context of each day’s writing they meant different to me. I felt
they were a very efficient means to draw out what I have, to look at
what I had inside.”

Even if the prompt was repeated, some participants took the
liberty of making it serve their best purpose. For example, the last
follow-up question on self-awareness was the same in both template
and responsive sets but was relatively open-ended in nature. P11
said she “loved” it, as it was “[her] private self-encouragement.” For
P30 also, “it felt like a chance to take care of [herself].” Alternatively,
they had it fit to their own context. P12 said: “I’d write about all
these things with the bot. Then I would arrive at the last question
whether to console myself, or to think further about it.” P30 used it to
set up her resolution: “I really liked it here. It was like, ‘okay, so now
I’ve got to be ‘blah’ today.’ I wish that process were a bit longer.”

6 DISCUSSION
This work delves into the social disclosure of emotions with chat-
bots. To investigate the interaction and user experience, we de-
signed Diarybot, a chatbot assistant for expressive writing. We’ve
asked how chatbots may impact user writing, engagement and re-
flection of the past. Findings from our study reveal that writing
with Diarybot invited conversational narratives, suggesting that
the bot can be perceived as a social entity in emotional disclosure.
Participants felt less difficult and more capable of emotional ex-
pression when they were invited to write to a bot, though more
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interactivity via follow-up led the bot’s perceived sociability and
social presence. The follow-up chat was well received for subjec-
tive benefits of self-reflection and insights, yet the repeated-ness
of prompts were not particularly to participants’ liking. We now
discuss the findings in the context of designing social disclosure
with chatbots for mental wellbeing.

6.1 FromWriting to Telling Stories
So far, expressive writing has hardly been studied as a social in-
teraction with a machine. Our findings show written emotional
disclosure can bemade to chatbots, and doing so encourages writing
in a narrative format. Narratives of participants who used Diarybot
mostly assumed an audience as if in a conversation. This suggests
chatbots as a design opportunity for expressive writing and its adap-
tations. In an early work, Pennebaker [68] has noted that people
have a tendency to seek out meaning in life, and that forming a story
plays a major role in driving health benefits of expressive writing,
like so in talking to a psychotherapist or in narrative psychology
(e.g. [14, 68, 70, 85]). Pennebaker’s continued research effort in
investigating the underlying mechanism as to how writing heals
has arrived at the Linguistic Inquiry and Word Count (LIWC; i.e.
[87]). The analysis of writings people wrote revealed that the use
of more positive emotions, as well as insight and causal words,
has promise linked to benefit. In forming a story, an individual’s
emotional reactions to stress and trauma tend to achieve coherence
and structure, both elements of a good narrative [68].

How can we, then, encourage people to write a story on their
trauma, especially so that it does not fall into a distorted recollec-
tion or a repeated venting loop? Our work shows that chatbots can
provide an answer. In the writing activity, the user expectations
and affordances of the chatting screen and the virtual presence of a
bot invite a two-way interaction, i.e. conversation, which enables
telling a story instead of writing a stream of consciousness. Unlike
emotional writing, stories often require coherence, with structure,
use of causal explanation, repetition of themes, and an appreciation
of the listener’s perspective [12, 68]. Putting stress in words, espe-
cially in an orderly and coherent manner, is therefore required in
conversations [43]. While one may form a story by writing alone,
engaging with chatbots can ensue the interactivity that triggers a
social activity, e.g. to “explain what happened” (P30). With careful
design and safeguarding measures for privacy, we believe our work
shows the potential of chatbots to provide the unobtrusive help
that a writer needs for expressive writing to lead benefit.

In our work, however, we did not find significant difference in
the use of causal and insightful words in participant narratives but
affective word use. While word use may contribute to the making
of a narrative, it may or may not entirely explain how one writes.
Future work should investigate any further stylistic and structural
differences in expressive writing with and without an agent, and
their relationship to wellbeing.

6.2 User Perceptions of and Expectations for
Sociality

Diarybot’s Basic and Responsive chats resulted in different writing
experiences, quite expectedly, yet highlighting the implications of
chat interaction design. In our findings, Basic chat participants were
found with less perceived difficulty in writing and their narratives

more emotionally expressive than the baseline. However, social
acceptance was associated with Responsive chat, suggesting that
participants attributed sociability to conversational exchanges with
the bot, rather than the bot itself. While it might have felt more
convenient to talk in Basic chat, it did not feel interactive enough as
if a real conversation. For Basic chat participants, writing without
further interaction with the bot eventually led them to find the
interaction almost identical to writing on a notepad.

Interactivity in Responsive chat led engagement, as participants
were eager to find what the bot would say to their writing espe-
cially after they learned the prompts could change. However, the
smart, responsive prompts were designed in a greedy manner that
some participants only had template prompts repeatedly. In fact,
the design decision was made to avoid contextual failure, for a
wrong choice of keywords could deter user experience. Even if they
worked, those who had the responsive prompts tried to decode the
chat algorithm. Participants actively made guesses in their narra-
tives, and in time, assumed knowledge, which reduced their initial
excitement and engagement.

Taken together, we show that chatbots have a clear user expec-
tation that they have a certain level of intelligence to engage in a
two-way conversation, in a manner that suggests the bot’s thinking.
In Rimé’s affective and cognitive route of sharing emotions [75],
the reactions on the listener’s part are always expected, e.g. warm
words of consolation or helping to come to terms with the feelings.
Learning that prompts will probably be repeated and what key-
words will be replaced creates a predictable interaction outcome,
which may defy the expectations in engaging in social disclosure of
emotions. Although system predictability is required for consistent
user experience and trust [19], in human-computer communication,
it may only seem that the bot does not understand [38, 78]. While
both types of chat can provide a space for expressive writing, no
further interaction in Basic chat can only provide one-sided inter-
action where the writer does the telling but not sharing. Situated
prompts in Responsive chat are useful, but any signs of mechani-
cal workings, e.g. templates and repeated-ness, may risk poor bot
intelligence to keep up with the changing conversational context
[28].

It is yet unthinkable in our time that chatbots engage in a fully
natural conversation. To calibrate user expectations, it is advised
to inform users of what the bot’s capable of (e.g. [55]). This is
relatively easier for task-based conversational agents, since for
tasks, user intentions and linguistic entities in conversation are clear
and can be predefined. However, in the context of mental health
and emotional recovery, pragmatics of conversational interaction
is a tough challenge, and disclosers themselves sometimes have
a hard time telling their own stories. While our findings suggest
participants were willing to engage with Diarybot and can tell the
bot stories, without conversational exchanges with due intelligence
the engagement may not last longer. We move on to our final
thoughts on the design of bot messages to lead benefit for expressive
writing.

6.3 Encouraging Constructive Storytelling
Responsive chat was designed with situated prompts to follow up
with what users wrote, which participants appreciated for benefits
of self-reflection and insights. As learned from Rimé’s work [75], the
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underlying assumption for the design was that in a social setting,
disclosers are prone to sharing emotional reactions rather than
trying to construct a meaning. Thus prompts were intended and
crafted for writers to achieve a cognitive understanding, asking to
review feelings and answer questions for interpretation. However,
such an understanding is a subjective notion and a process-like
concept that is difficult to pinpoint or measure.

Hence we asked if the writing caused a significant turnaround of
the traumatic event, to see if the prompts might have had such an
impact. Participants reported in a comparable manner with respect
to post-writing assessments in the survey. However, subjective
benefits were reported for Responsive chat where prompts helped
to mentalize and get thoughts in order. We ponder two possible
explanations. First, as noted earlier, participants may not have had
a full engagement with the prompts as they learned how the bot
worked in Responsive chat. However, this does not fully explain
the qualitative findings. The second possibility, then, is that the
follow-up could provide guidance to review their thought process,
rather than drive change in how they interpreted the past entirely.
This can explain the little difference in post-writing across all con-
ditions. In line with previous research that forming a story matters
in expressive writing [14, 68, 70, 80, 85], we suggest that it lies in
the process of writing a narrative that disclosers grow capable of
accounting for the past trauma, and in doing so the bot can help
them organize their thoughts in a coherent manner.

This opens up new opportunities in the design of expressive
writing as a social interaction. Chatbots can provide a social envi-
ronment for expressive writers, where they can tell their stories
freely without fear of stigma and losing privacy. Interactions with
the bot can be designed as guidance to encourage constructive sto-
rytelling, e.g. to maintain focus and goal, and put events in order
[68]. Several other ideas come up. Follow-up can be designed for
the writer to review the writing and reflect the musings to the next
session. Or, it can be in the form of a report on the writing in terms
of the use of pronouns and word count. Taking further, with the
help of AI, the bot may provide real-time writing-driven insights by
scoring emotionality and structuredness, identifying key elements
of the narrative and stylistic consistency.

Outside the writing realm, chatbots have popularized comput-
erized treatment and cost-effective psychotherapy [95]. Often-
times, however, what the bot says replicate therapist-like skills and
treatment techniques. There are AI-generated therapy chats (e.g.
[16, 56]), but it seems a long way until they are fully well-received
[56]. When therapeutic writing becomes therapeutic discourse, the
implicit social agreement is carried on to the bot to make joint en-
deavor in meaning-making, i.e. to re-author a personal history and
re-organize memories, beliefs and cognitions [50]. Therefore we
believe conversation design will be more responsible for what users
make out of the interaction in a long-term engagement. Coupled
with advanced NLP techniques, a number of hopeful possibilities
and opportunities arise. We are excited by future prospects on con-
versational agents that help users tell their stories to heal, promising
safety, protection and wellbeing.

7 LIMITATIONS AND FUTUREWORK
We have to acknowledge that there are several limitations to this
study with respect to the original expressive writing setup. Expres-
sive writing is usually studied for a longer duration, sometimes
with a weeks’ and months’ follow-up, to study any health benefit.
Plus, we have no way of verifying participants’ true intent in disclo-
sure when we invited them to write about life’s most troubled, or
traumatic, event, but only their voluntary consent in doing so. Also,
writing in a lab setting may influence sensitivities in emotional
disclosure. While remote writing was considered as a more natural
setup, we chose otherwise to keep the experiment setting consistent
for all participants and to control for any unexpected emergency
due to intense emotional disclosure. Finally, while the original writ-
ing instructions do not require a length requirement, we did to
ensure algorithmic chat performance. As for the chat interaction, a
couple of participants never had the responsive prompts, and some
pointed out redundancy in bot prompts. In preparation of this sce-
nario, we had designed template prompts and 5 sets of synonymous
prompts. For more dynamic conversation, we plan to design a bot
assistant that follows up on the previous day’s writing, and that
invites to reflect on different subjects instead of reflecting on one
key person only. While others have used Wizard-of-Oz [33] for a
social setting of expressive writing, we are keen to investigate a
chatbot interaction with the current state-of-the-art technology to
evaluate social disclosure with AI in a more technologically realistic
setting.

8 CONCLUSION
This study designed and implemented an interactive writing as-
sistant in a chatbot interface called Diarybot to investigate user
experience of social disclosure with a chatbot. We studied two
chat versions of the bot: Basic and Responsive. Our findings from a
user study with 30 participants suggest that Diarybot can support
social sharing of emotions: Writing with Diarybot motivated to
write conversational narratives, and while Basic chat felt easier
and more emotionally expressible, Responsive chat mediated social
acceptance and subjective benefits of self-reflection and insight.
It is however cautioned that the bot display sufficient humanlike
intelligence to follow up with what users write. We discuss de-
sign implications of social disclosure with conversational agents to
encourage constructive storytelling.
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